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AIM:

To introduce the basic concepts of Digital Communication in baseband and passband domains and to give an exposure to error control coding techniques.

OBJECTIVES:

· To study signal space representation of signals and discuss the process of sampling, quantization and coding that are fundamental to the digital transmission of analog signals.

· To understand baseband and bandpass signal transmission and reception techniques.

· To learn error control coding which encompasses techniques for the encoding and decoding of digital data streams for their reliable transmission over noisy channels.
TEXT BOOKS:

1. Amitabha Bhattacharya, “Digital Communications”, Tata McGraw Hill, 2006.

2. Simon Haykin, “Digital Communications”, John Wiley, 2006.
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3. Bernard Sklar, Digital Communication, 2nd Edition, Paerson Education, 2006

4. Herbert Taub & Donald L Schilling – Principles of Communication Systems (3rd Edition) – Tata McGraw    Hill, 2008.

5. Leon W. Couch, Digital and Analog Communication Systems, 6th Edition, Pearson Education, 2001. 

SYLLABUS

UNIT I 
DIGITAL COMMUNICATION SYSTEM





    8

Introduction to Analog Pulse Communication Systems – Digital Communication Systems – Functional description, Channel classification, Performance Measure; Geometric representation of Signals, Bandwidth , Mathematical Models of Communication Channel.
UNIT II 
BASEBAND FORMATTING TECHNIQUES


      


  10

Sampling – Impulse sampling, Natural Sampling, Sampler Implementation; Quantisation – Uniform and Non-uniform; Encoding Techniques for Analog Sources- Temporal waveform encoding, Spectral waveform encoding, Model-based encoding, Comparison of speech encoding methods.

UNIT III 
BASEBAND CODING TECHNIQUES






    9

Error Control Codes - Block Codes , Convolutional Codes, Concept of Error Free Communication;  Classification of line codes, desirable characteristics and power spectra of line codes.
UNIT IV 
BASEBAND RECEPTION TECHNIQUES





    9

Noise in Communication Systems; Receiving Filter – Correlator  type, Matched Filter type; Equalising Filter  - Signal and system design for ISI elimination, Implementation, Eye Pattern analysis; Synchronisation; Detector – Maximum Likelihood Detector, Error Probability, Figure-of-Merit for Digital Detection.  
UNIT V 
BANDPASS SIGNAL TRANSMISSION AND RECEPTION



    9

Memory less modulation methods - Representation and Spectral characteristics, ASK, PSK, QAM, QPSK, FSK; Bandpass receiving filter, Error performance – Coherent and Non-coherent detection systems.                         
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	HOURS
	WEEK NO.
	TOPICS TO BE COVERED
	T/ R BOOK 
	PAGE.NO 
	A/ V CLASS

	UNIT I     DIGITAL COMMUNICATION SYSTEM

	1,2
	I

	Introduction to Analog Pulse Communication Systems & Digital Communication Systems
	T1
	7
	Yes

	3,4
	
	Functional description, Channel classification
	
	7-10
	

	5
	
	Performance Measure
	
	10-12
	

	6,7
	II
	Geometric representation of Signals
	
	15-25
	

	8
	
	Bandwidth
	
	25-29
	

	9,10
	
	Mathematical Models of Communication Channel.
	
	29-31
	

	UNIT II     BASEBAND FORMATTING TECHNIQUES

	11,12
	III
	Sampling – Sampler Implementation
	T1
	109-118
	

	13,14
	
	Quantization – Uniform and Non-uniform
	
	118-124
	Yes

	15,16
	
	Encoding Techniques for Analog Sources- Temporal waveform encoding
	
	124-167
	

	17
	IV
	Spectral waveform encoding
	
	167-169
	

	18
	
	Model-based encoding
	
	169-174
	

	19,20
	
	Comparison of speech encoding methods
	
	174
	

	UNIT III     BASEBAND CODING TECHNIQUES

	21
	V
	Error Control Codes
	T1
	199
	Yes

	22
	
	Block Codes 
	
	200-210
	

	23
	
	Convolutional Codes
	
	220-235
	

	24,25
	
	Concept of Error Free Communication
	
	238-240
	

	26
	VI
	Classification of line codes
	
	265-267
	

	27,28
	
	Desirable characteristics of line codes
	
	267
	

	29,30
	
	Power spectra of line codes
	
	268-279
	

	UNIT IV     BASEBAND RECEPTION TECHNIQUES

	31
	VII

VII                                                                            
	Noise in Communication Systems
	T1
	294-296
	

	32
	
	Receiving Filter – Correlator type
	
	296-302
	Yes

	33
	
	Matched Filter type
	
	302-308
	

	34
	
	Equalising Filter  
	
	310
	

	35
	
	Signal and system design for ISI elimination, Implementation,
	T1
	311-328
	

	36
	VIII
	Eye Pattern analysis; Synchronisation
	
	336-341
	

	37,38
	
	Detector – Maximum Likelihood Detector
	
	341-346
	

	39
	
	Error Probability
	
	346-359
	

	40
	
	 Figure-of-Merit for Digital Detection 
	
	359-360
	Yes

	UNIT V     BANDPASS SIGNAL TRANSMISSION AND RECEPTION

	41,42
	IX
	Memory less modulation methods - Representation & Spectral characteristics
	T1
	373-393 & 405-417
	

	43
	
	ASK  (Amplitude Shift Keying)
	
	373-376 & 410-412
	Yes

	44
	
	PSK  (Phase Shift Keying)
	
	376-378 & 412,413
	

	45
	
	QAM
	
	378-381
	

	46
	X
	QPSK (Quadrate Phase Shift Keying)
	
	381-384 & 413,414
	

	47
	
	FSK (Frequency  Shift Keying)
	
	390-393 & 415-417
	Yes

	48
	
	Bandpass receiving filter
	
	435-436
	

	49
	
	Error performance – Coherent systems
	
	436-452
	

	50
	
	Non-coherent detection systems
	
	454-472
	


T1. Amitabha Bhattacharya, “Digital Communications”, Tata McGraw Hill, 2006.

QUESTION BANK
UNIT-I DIGITAL COMMUNICATION SYSTEM
Part-A  

1. What are the advantages of pulse modulation system?

2. Define AWGN channel in band pass data transmission system.

3. What is Analog Pulse Communication System?

4. State Dimensionality Theorem.

5. What is BER? How it can be improved?
6. What is the need of Communication Channel?

7. Draw the diagram of various bandwidth definitions of digital signal and indicate each in it.

8. Define PWM & PAM.

9. List the Classification of Communication Channel.
10. Draw the block diagram of digital communication systems.
11. Draw the mathematical model for an additive noise channel.

12. What are the advantages of digital communication?

13. Define signal space and bandwidth.
14. Name any four communication channels.

15. What is alising?

Part-B

1. With the help of Block Diagram explain the Functional description and Performance measure of Digital communication System.      
2. Explain in detail the Geometric representation of Signals and GSO Procedure.

3. Briefly Discuss about Bandwidth. & explain about different channels used in digital communication system.
4. Explain the Mathematical models of communication channel with necessary diagram.
5. Consider signal S1(t),S2(t),S3(t ) and SQ(t) shown in fig. Using the Gram Schmidt orthogonalization procedure find an orthogonal basis for this set of signal.          
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6. a) Explain how the bandwidth of a digital signal is estimated.

b) Brief about the functional description of a digital communication system.

7. a) Define various bandwidths relevant for the digital communication system. 
b) Describe the mathematical model that are used to characterize the communication channel.

      8. Explain in detail about the functional description and performance measure of digital                            communication system.

      9. a) Explain in detail about geometric representation of signals in digital communication.

          b)  Explain in detail about different channels used in digital communication.

    10. a) Explain how the bandwidth of a digital signal is estimated.

          b) Describe the mathematical model that are used to characterize the communication channel.

UNIT-II BASEBAND FORMATTING TECHNIQUES

 Part-A 

1. How the Problem of Aliasing occur.

2. What is meant by Companding?

3. Explain the concept of LPC.
4. State Sampling Theorem.

5. Define PPM & PAM.

6. What is meant by oversampling and Undersampling?

7. Draw the Characteristics Curves   of Compander.
8. Define quantization.

9. Define the term Bandwidth.
10. What is the need of antialiasing Filter? How it works?

11. Draw the block diagram of Base band Transmition System.

12. A signal m(t) is uniformly distributed in the range ± Vp. The signal is quantised by a uniform quantiser. Evaluate the ratio of the peak SNR to the average SNR for the quantized signal.
13. Differentiate between natural and flat top sampling.

14. Enlist the features of temporal waveform coding.

15. State the principle of model based encoding.

Part-B

1. Explain Model Based Encoding Method in detail.
2. Explain the different types of sampling.

3. Explain in detail about sampling theorem for low pass signals.
4. Explain Spectral Waveform Encoding Method in detail.
5.  Compare the performance of various speech encoding techniques.
6. Explain Uniform Quantization and derive its Signal to Noise Ratio value.
7. Explain Quantization process in detail.
8. Explain Non-Uniform Quantization in detail.

9. Describe various classification of encoding techniques for analog sources.

10. Explain Temporal Waveform Encoding Method in detail
UNIT-III BASEBAND CODING TECHNIQUES
 Part-A 
1. Mention the desirable characteristics of line code.

2. What is the role of coding in order to achieve error free communication?

3. Define convolutional codes.

4. What is a linear Block code?

5. Draw the convolutional coder of K=6 and rate efficiency of ½.
6. What is meant by power spectrum of a signal?

7. What is meant by PN sequence?

8. What is the period of ML sequence?

9. What is syndrome in error control codes? Specify its use.

10. Define Hamming weight and free distance.

11. Define Unipolar NRZ.

12. Transfer 01101001 in to Manchester code.

13. Prove any two properties of Block Codes.
14. State shannon’s information capacity theorem.
15. What are the components of a convolutional coder?
Part-B

1. Draw a convolutional encoder of rate1/2 with a constraint length of 3 and obtain the trellis and state diagram of the encoder.

2. Demonstrate Viterbi decoding algorithm with a received 8 bit sequence.
3. Obtain all the code words generated using the generator matrix of a linear block code (7,4)given below and obtain the error correction and detection capability of the code.

1 1 0 1 0 0 0

0 1 1 0 1 0 0

 
 G   =

1 1 1 0 0 1 0 

1 0 1 0 0 0 1

Also if the received word is 0110011, obtain the message vector.

4. The parity check bits of (8,4) block code are generated by 

C5=d1+d2+d4

C6=d1+d2+d3

C7=d1+d3+d4

C8=d2+d3+d4 where d1,d2, d3 and d4 are the message bits.

a) Find the generator matrix and the parity check matrix for the code.

b) Find the minimum weight of their code.

c) Find the error detecting capability of this code.

5. With an example show how Viterbi algorithm is used for decoding convolution codes. 
6. Explain the convolutional coding and decoding with a neat block diagram.

7. What are the classifications of line codes? Also describe the properties and power spectra of line             codes.

8.Explain about block codes in which each block of k message bits encoded into block of n>k bits with         

   an example.
9. Explain the following

     (i) 1/3 rate convotional coder

     (ii) Generator matrix for block code.

      10.Give the data stream 1110010100 sketch the transmitted sequence of pulse for the following line            codes.       
  (i) Unipolaor NRZ
 
 (ii) Polar NRZ
      

 (iii) Unipolar RZ
      

 (iv) Polar RZ
UNIT-IV  BASEBAND RECEPTION TECHNIQUES
 Part-A 

1. Define error probability.

2. What are the observations that can be made from the eye pattern?

3. What is meant by ISI? What is the cause for it?

4. What is meant by ideal nyquist channel?

5. What is the use of eye pattern?

6. Define zero crossing effect
7. Give the special features of matched filters.

8. What is the need for equalization in communication systems?

9. What is meant by Figure of Merit?

10. Differentiate quantization noise from channel noise.

11. Specify the nyquist rate and nyquist interval for given signal.
g(t)= sinc2 200t.
12. List the primary causes for the noise in communication system.

13. What is meant by a matched filter?

14. What is a linear block code?

15. Define hamming weight and minimum hamming distance.

Part-B

1. Explain the error probability of maximum likelihood detector. (8)

2. Explain in detail about decision criteria of maximum likelihood detector.

3. Explain the process of symbol or timing synchronization with schematic diagram(8)

4. Describe the role of adaptive equalizing filter to reduce ISI. (8)

5. Explain the concept of detector. (8)

6.  Explain Eye pattern in detail. (8)
7. Describe matched filter type receiving filter with necessary diagrams.

8. Explain correlator type receiving filter with necessary diagrams.

9. Explain in detail Nyuist Pulse shaping criteria to avoid ISI 

10. Derive the expression of probability of error for matched filter.

UNIT-V  BANDPASS SIGNAL TRANSMISSION AND RECEPTION
Part-A 
1. Sketch the ASK and FSK outputs for the binary sequence 110010.
2. In what way coherent detection differs from noncoherent detection?

3. Draw the signal space diagram for QPSK and QAM.

4. Define QPSK.

5. Draw the Basic block diagram of FSK
6. What is the role of bandpass receiving filter?

7. Enlist the properties of matched filter.

8. Differentiate ASK & FSK.

9. Differentiate PSK & FSK.

10. Differentiate QPSK & FSK.

11. Define QAM.

12. Define Non-coherent FSK
13. What do you mean by Probability error?
14. What is meant by memoryless modulation?
15. Draw the ASKwaveform for binary digit 110101.
Part-B
1. Explain band pass Receiving Filter in detail.

2. Briefly explain the constellation diagram and bit error probability for QPSK and FSK digital modulation schemes.

3. Briefly explain the constellation diagram and bit error probability for PSK and ASK digital modulation schemes.

4. Explain the generation, detection and BER calculation of QPSK signaling.

5. Explain the generation, detection and BER calculation of BPSK signaling.

6. Explain the generation, detection and BER calculation of FSK signaling.

7. Explain coherent PSK receiver and compare different digital modulation schemes based on bandwidth SNR, error rate and complexity.

8. Explain the error performance of band pass system in detail.

9. Discuss on the following modulation methods

(i) QPSK

(ii) FSK

10. Explain about the coherent detection of  QPM and non coherent detection of FSK.
ASSIGNMENT I

1. Consider signal S1 (t), S2 (t), S3 (t) and SQ (t) shown in fig. Using the Gram Schmidt orthogonalization Procedures find an orthogonal basis for this set of signal.               
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ASSIGNMENT II
1. Describe various classification of encoding techniques for analog sources.

ASSIGNMENT III

1. The parity check bits of (8,4) block code are generated by 
C5=d1+d2+d4

C6=d1+d2+d3

C7=d1+d3+d4

C8=d2+d3+d4 where d1, d2, d3 and d4 are the message bits.

a. Find the generator matrix and the parity check matrix for the code.

b. Construct all possible codewords.

c. Find the minimum weight of their code.

d. Find the error detecting capability of this code.
2. Consider the convolutional encoder shown in fig. The message bits are shifted into the encoder two bits at a line.
a. Draw the tree diagram that can be used for decoding.

b. How would you decode the message 111 101 001 000 100

c. Find the constraint length and rate efficiency η of the code.

3. Draw a convolutional encoder of rate1/2 with a constraint length of 3 and obtain the trellis and state diagram of the encoder. And demonstrate Viterbi decoding algorithm with a received 8 bit sequence. 
             A rate ½, K=6 convolutional code has the generator polynomial given by g(x)=1 +x2 + x4 + x5
a. Find the generator sequence, generator matrix and the parity check matrix .

b. Construct encoders for the code.

c. Determine the hamming distance and t for the code.

d. Draw a suitable decoder for the code.

4. The parity check bits of (6,3) block code are generated by 

C4=d1+d3

C5=d1+d2+d3

C6=d1+d2where d1,d2 and d3 are the message bits.

a. Find the generator matrix and the parity check matrix for the code.

b. Construct all possible codewords.

c. Suppose that the received word is 010111. Decode this received word by finding the location of  the error and the transmitted data bits.

ASSIGNMENT IV

1. Describe matched filter type receiving filter with necessary diagrams.
ASSIGNMENT V
2. Compare different digital modulation schemes based on bandwidth, SNR, error rate and complexity.
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